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Abstract
Efficient communication in on-chip networks (NoCs) is essential
for high-performance and energy-efficient many-core systems. As
network size and workloads increase, bursty traffic and contention
significantly impact system latency. While XY-YX routing is a sim-
ple and deadlock-free deterministic method, it often struggles to
deliver optimal latency under bursty traffic conditions. This paper
introduces an optimization scheme for XY-YX routing based on
analytical latency estimation in mesh-based NoCs. Unlike prior
node- or link-centric approaches, our method directly estimates
the end-to-end latency of routing sequences in the presence of
bursty traffic, allowing for more effective quality-of-service (QoS)
optimization. We present an analytical model that captures XY-YX
path characteristics as well as the impact of bursty traffic on link
utilization and contention. By integrating this analytical latency
model into routing decisions, our approach is able to select routing
sequences that minimize packet delay under traffic loads. The pro-
posed method achieves latency estimation with over 93% accuracy
compared to RTL simulation while requiring significantly lower
computational overhead. It also supports exhaustive routing assign-
ment evaluation across large-scale traffic patterns within practical
runtime. This enables fast optimization of XY-YX routing by se-
lecting latency-minimizing path assignments, supporting balanced
trade-offs among latency, fairness, and contention.

CCS Concepts
• Hardware → Network on chip; • Networks → Network per-
formance modeling.

Keywords
modeling and prediction, network-on-chip (NoC), quality-of-service
(QoS), discrete-time queuing theory

1 Introduction
As modern system-on-chip (SoC) architectures continue to scale
in complexity, integrating dozens to hundreds of heterogeneous
processing cores and memory units on a single die, the importance
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of efficient on-chip communication has steadily increased. Network-
on-chip (NoC) has emerged as a widely adopted interconnection
solution to address the scalability, modularity, and performance
requirements of such systems [3, 16, 18]. In these environments,
routing strategies contribute to determining how data packets move
through the network and have a noticeable effect on system-level
aspects such as communication latency, throughput, and energy
efficiency [21]. To support fast and reliable communication under
shared bandwidth constraints, NoC designs increasingly require not
only architectural scalability, but also adaptable routing methods.

One particular challenging situation arises when bursty traffic
occurs—that is, when multiple packets are injected into the network
fabric simultaneously from different nodes [8, 14, 17]. Such traffic
patterns, which are common in various parallel processing work-
loads, lead to contention and temporary bottlenecks, potentially
increasing overall response time and affecting system performance.
To maintain efficient communication under these conditions, rout-
ing approaches that mitigate the impact of contention and provide
a more balanced distribution of packet flows are crucial.

Prior studies have been proposed to address traffic contention in
NoCs, including both adaptive routing protocols and reconfigurable
network architectures [4, 20]. While reconfigurable topologies offer
the flexibility to dynamically reshape communication paths, they
often require additional hardware resources and introduce control
complexity and power overhead. In scenarios where maintaining a
fixed network architecture is preferable for reasons of simplicity or
cost, it becomes meaningful to consider alternatives that focus on
routing-level coordination rather than architectural changes.

In this context, XY-YX routing provides a simple and determinis-
tic method that allows packets to follow either an XY (x-axis first,
then y-axis) or YX (y-axis first, then x-axis) path through a 2D
mesh network [7]. Although XY-YX routing is deadlock-free and
hardware-efficient, its effectiveness depends on how the two path
types are assigned across packets. If a number of packets choose the
same routing direction, localized contention occurs, reducing the
overall benefit of having multiple routing options. This observation
suggests that systematic assignment of XY and YX paths is able to
reduce hotspot contention and improve load balancing [1].
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Figure 1: Time-step demonstration of packet movements in a
2D mesh NoC. (a) shows a case where two packets encounter
contention at a shared node. (b) shows how contention is
avoided by adjusting routing paths.

This work explores how such routing assignments are optimized
by modeling their latency impact analytically. We present a packet-
level routing optimization framework that estimates the total com-
munication delay under different XY-YX combinations. By leverag-
ing queuing theory to account for contention and link utilization,
the proposed method predicts end-to-end latency across multiple
packets and identifies routing combinations that offer improved
traffic balance. Unlike purely heuristic or locally adaptive meth-
ods, our approach considers interactions across the entire network,
enabling a more informed assignment process. Fig. 1 provides a
conceptual example illustrating how different routing combinations
influence contention patterns. In one case, two packets compete
for the same intermediate node, resulting in contention. In the
other, the packets are assigned alternate routing paths, avoiding
the overlap and improving overall flow.

To evaluate the accuracy and practicality of our latency model,
we implemented a verilog-based cycle-accurate simulation of an
XY-YX router operating on a 2D mesh topology. Simulation re-
sults showed that the estimated latency values closely align with
actual simulation outcomes, indicating that the proposed model
captures traffic dynamics with reasonable accuracy. Moreover, the
model’s simplicity allows it to be used in design-time scenarios
where routing combinations have to be evaluated quickly.

The main contributions of this paper are summarized as follows:

• We present a latency estimation model for XY-YX routing
that enables optimal assignment selection under bursty traf-
fic conditions.

• The proposed framework is lightweight and capable of eval-
uating and optimizing latency across dozens of packet com-
binations.

• We validated the effectiveness of the model through hard-
ware implementation and function-level simulations.

These contributions are expected to provide practical guidance
for the design of NoC routing algorithms and traffic scheduling
strategies, especially in the context of latency-sensitive multicore
and heterogeneous systems.

2 Related Work
The performance analysis of NoCs has been explored through a
range of modeling approaches, particularly those that aim to esti-
mate latency under various routing and traffic conditions [6, 8, 10–
12]. Among these, lightweight analytical models have received
attention as they offer practical alternatives to detailed simulations.

One such model is presented by [8], which proposed an ana-
lytical framework for NoCs operating under priority arbitration
and bursty traffic scenarios. Their approach uses a generalized geo-
metric distribution to model bursty traffic injection and applies
maximum entropy-based techniques to solve per-router queuing
systems. The framework reports latency estimates with relatively
low modeling errors compared to simulation, while also maintain-
ing low computational complexity. Although the model addresses
realistic traffic behavior, it focuses on priority-aware scheduling
rather than routing-level path selection, which limits its applicabil-
ity in static mesh environments where path assignment is fixed at
injection time.

In another line of work, [6] introduced an analytical latency
model for deterministic routing in wormhole-switched NoCs. This
model estimates average latency based on network topology and
traffic load, and supports various routing algorithms, including XY
and its variants. While the method provides general insights into
NoC behavior under different configurations, it primarily targets
average-case latency and does not account for concurrent multi-
packet scenarios or route assignment flexibility, which are relevant
to routing strategy selection under bursty injection.

Complementing these studies, [12] investigated routing algo-
rithms designed for specific applications in NoC systems. Their
work examines how static routing methods such as XY and YX
manage traffic more effectively, particularly when routing decisions
are tailored to communication patterns. Although their approach
is heuristic in nature and does not rely on analytical modeling, it
highlights the potential of route assignment strategies to influence
network performance, especially in systems with constrained or
deterministic routing schemes.

These prior works have addressed performance modeling from
various perspectives, including queuing analysis, arbitration mech-
anisms, and application-driven routing decisions. However, they
have not explicitly considered the problem of selecting optimal rout-
ing directions (e.g., XY or YX) on a per-packet basis to minimize
overall network latency. In this context, the approach proposed in
this paper—an analytical estimation framework designed to evalu-
ate total latency for different combinations of XY and YX routing
in static 2D mesh topologies—is positioned as a complementary
method to existing models, offering a lightweight alternative for
routing strategy evaluation. The framework aims to support ef-
ficient exploration of routing configurations while maintaining
alignment with functional simulation results.

3 Background
3.1 XY-YX Router Design
In this work, we focus on modeling and optimizing packet latency
under the XY-YX routing method in 2D mesh-based NoCs. The
XY-YX routing approach allows each packet to follow either the



Latency-Aware QoS Optimization of XY-YX Routing in NoCs
via Analytical Latency Estimation CAMS’25, co-located with MICRO 2025, October 18, 2025, Seoul, Korea

Figure 2: Overall architecture of the XY-YX router, featuring
per-direction arbitration across five input/output ports.

conventional XY or YX path from source to destination. These rout-
ing decisions are determined at injection time and remain fixed
throughout the packet’s traversal. Since all routing paths are deter-
ministic and do not involve adaptive decision or backtracking, the
XY-YX scheme inherently guarantees deadlock freedom—a critical
requirement for stable on-chip communication systems.

To support this routing approach in hardware, we implemented
a router capable of directing packets based on their assigned XY
or YX routing mode. The overall architecture of this XY-YX router
is illustrated in Fig. 2. The router is designed for a standard 2D
mesh topology and consists of five ports: one local IP port and
four directional ports (East, West, North, and South). Each input
direction is associated with an internal buffer, and routing decisions
are made independently per output direction.

The router adheres to the wormhole flow control protocol, in
which a packet occupies routing resources along its path until it has
been completely forwarded. This mechanism allows for compact
buffer usage, but also makes the system susceptible to contention
when multiple packets compete for the same output direction. To
mitigate this, the XY-YX router architecture incorporates direction-
specific arbiters for each output port, enabling independent arbi-
tration and reducing the likelihood of contention across different
routing paths.

Contention is further minimized through the decoupling of ar-
bitration per output direction: packets requesting different output
directions are handled independently and proceed concurrently.
Contention occurs only when multiple input packets request access
to the same output port. In such cases, a fixed-priority arbitration
scheme is employed to resolve conflicts. The fixed-priority order
is determined statically in a clockwise fashion around the router,
ensuring consistent and predictable resolution policies [13].

However, fixed-priority arbitration has the potential to cause
starvation in the presence of persistent contention, particularly for
directions with lower assigned priorities. To address this issue, the
design integrates an aging mechanism into the input buffers. Each
buffer maintains an aging counter, which increases over time and
elevates the packet’s priority. This dynamic adjustment prevents

long-term blocking and promotes fairness among all incoming
directions.

Overall, this router architecture is tailored to support the evalua-
tion and implementation of XY-YX routing strategies under bursty
traffic conditions. By explicitly separating arbitration logic and in-
troducing starvation prevention mechanisms, the design provides
a robust basis for evaluating contention behavior under varying
XY-YX routing combinations [5].

3.2 Discrete-Time Queuing Theory for Latency
Estimation

To analytically estimate the latency of multiple packets under simul-
taneous injection, our study adopts a modeling approach based on
discrete-time queuing theory. In NoC simulation and performance
analysis, time-based queuing models are important, particularly
for understanding contention phenomena across nodes and chan-
nels [15]. When both packet arrivals and services are governed by
discrete time event, queuing dynamics are accurately captured with
a discrete-event framework.

The discrete-time queuing theory introduced by Meisling as-
sumes a systemwhere all events—packet arrivals and services—occur
at fixed time intervals [9]. Customers (in our case, packets) arrive
according to a discrete binomial distribution, and the service times
are represented by a probability distribution or fixed latency. Under
these assumptions, the average queue length, waiting time, and
service delay are characterized as a function of the system’s traffic
density 𝜌 , arrival rate 𝜆 and service time distribution. The traffic
density 𝜌 is determined by the expected service time 𝐸 (𝑠) and the
arrival rate 𝜆, 𝜌 = 𝜆𝐸 (𝑠). The expected service time is expressed
as (1) where 𝐶𝑘 represents the probability that a service takes 𝑘Δ𝑡
time. This reflects the statistical behavior of packet servicing within
the router modules and allows the derivation of expected latency
under various traffic intensities.

𝐸 (𝑠) =
∞∑︁
𝑘=0

𝐶𝑘 · 𝑘Δ𝑡 (1)

Furthermore, for a given service time distribution and traffic
density 𝜌 in a stable system (𝜌 < 1), the expected waiting time
𝐸 (𝑤) is approximated as (2).

𝐸 (𝑤) = 𝜆𝐸 [𝑠 (𝑠 − Δ𝑡)]
2(1 − 𝜌) (2)

These formulations serve as the analytical foundation for our
lightweight latency estimation framework. Unlike cycle-accurate
simulations, which are computationally intensive, this model allows
rapid evaluation of packet completion time under varying XY-YX
routing assignments [2].

Importantly, this model is well aligned with the synchronous
operation of NoC routers and channels, which operate on a global
clock. The discrete-time nature of the model allows packet move-
ments, buffer updates, and contention events to be modeled at
the granularity of a single clock cycle. In this work, we indepen-
dently model each node’s arrival and service process to evaluate
how different routing combinations impact the total latency. The
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derived statistics—based on queuing behavior and packet traver-
sal time—are then used to estimate the average latency, hop-level
contention, and system-level completion time across all packets.

4 Methodology
4.1 Analytical Latency Estimation Model
The simulation framework operates based on a discrete-time event-
driven model, where all system activities occur only at specific
time points. Within a single time tick, packets can be injected
simultaneously from multiple source nodes; however, each source
node is restricted to injecting only one packet at a time.

The target system is a 2D mesh-based NoC, where each node is
connected to four neighboring nodes through directional channels,
and deterministic XY-YX routing is applied. Each node is assumed
to have a single-server output queue for each direction, and the
queue has infinite buffer capacity (infinite buffer size assumption).
Thus, no packet drop occurs under contention, and packets are
served in a FIFO manner based on their arrival order.

The proposed method performs path-level latency analysis by
summing hop-based transmission delay and contention-induced
waiting time for each communication path. Contention may occur
between paths that share the same output direction at same node,
which increases queue length and introduces additional delay. Such
contention is dynamically detected and quantitatively analyzed
based on discrete-time queuing theory. For each path, the expected
waiting time 𝐸 (𝑤) is calculated and reflected in the total latency, en-
abling accurate evaluation of how internal NoC contention affects
communication latency. This lightweight latency estimation ap-
proach is applicable under various packet combinations and traffic
conditions, while also enabling assignment exploration and traffic
routing analysis. The parameters used in the modeling are summa-
rized in Table 1.

4.1.1 Path-Level Latency Model. In this study, NoC communication
is modeled on a path basis according to a deterministic routing
scheme, and the latency components of each path are quantitatively
analyzed. The simulation framework estimates the total latency by
summing the transmission delay and the queueing delay caused
by contention along the given path. The total latency for path 𝑖 is
expressed as follows:

𝐿𝑖 = 𝐷
𝑆→𝐷
𝑖 +

∑︁
𝑛∈𝐶𝑖

𝐸 (𝑤)𝑛𝑖 (3)

where 𝐷𝑖 denotes the transmission delay from source node 𝑆 to
destination node𝐷 , and 𝐸 (𝑤)𝑖 represents the expected waiting time
caused by contention. Each packet is composed of multiple flits and
is transmitted sequentially through intermediate nodes following
the wormhole flow control. The header flit reaches the destination
first, followed by the remaining 𝑁𝑖 − 1 flits, which occupy the
channel sequentially [19]. As each flit is transmitted only after the
preceding flit advances, the minimum transmission delay is given
by:

𝐷𝑖 = (𝑁𝑖 + ℎ𝑖 − 1) · 𝑡𝑟 (4)
where ℎ𝑖 is the number of hops in path 𝑖 , 𝑁𝑖 is the number of flits in
the packet, and 𝑡𝑟 is the transmission time of a flit between adjacent
nodes. The estimated waiting time 𝐸 (𝑤)𝑖 , which corresponds to

Table 1: Parameter Notation

Symbol Description

𝐿 Average packet latency in the network (cycles)

Path-level latency parameters

𝑡𝑟 Time spent for transmitting a flit between adjacent nodes (cycles)
𝑁𝑖 Size of packet in path 𝑖 (flits)
𝐾𝑖 Number of packet in path 𝑖 (packets)
ℎ𝑖 Hop count of path 𝑖 (hops)
𝐿𝑖 Packet latency on path 𝑖 (cycles)
𝐶𝑖 Set of contending paths for path 𝑖 (nodes)
𝐷𝑆→𝐷
𝑖

Transmission latency from 𝑆 to 𝐷 (cycles)
𝐸 (𝑤 )𝑖 Estimated waiting time in path 𝑖 (cycles)

Node-level latency parameters

𝑃𝑛
𝑖,𝑗

Probability to contention at node 𝑛 between path 𝑖 and 𝑗
𝜆𝑖 Packet arrival rate in path 𝑖 (packets/cycle)
𝐸 (𝑠 )𝑛

𝑖
Estimated service time at node 𝑛 in path 𝑖 (cycles)

𝜌𝑛
𝑖

Traffic density at node 𝑛 in path 𝑖
𝐸 (𝑤 )𝑛

𝑖
Estimated waiting time at node 𝑛 in path 𝑖 (cycles)

the queueing delay in path 𝑖 , is calculated based on discrete-time
queuing theory, considering contention at shared output nodes
along path 𝑖 .

4.1.2 Node-Level Latency Model. The proposed simulation frame-
work detects contention between paths and quantitatively estimates
the resulting expected waiting time. Contention arises when two
or more paths attempt to access the same output port at a shared
node simultaneously, which becomes a major source of queuing
delay. The degree of such contention-induced delay is quantified
using the contention probability 𝑃𝑛

𝑖,𝑗
, which reflects the likelihood

that path 𝑗 gains priority in using the output port at a contention
node shared with path 𝑖 .

The expected waiting time 𝐸 (𝑤)𝑖 , for path 𝑖 is estimated with
discrete-time queuing theory, based on the contention probabilities
𝑃𝑛
𝑖,𝑗

of all paths 𝑗 in the contention set 𝐶𝑖 . The effective arrival rate
is calculated using the following equation:

𝜆𝑖 =
𝐾𝑖 +

∑
( 𝑗,𝑛) ∈C𝑖 𝐾𝑗 · 𝑃

𝑛
𝑖,𝑗

𝐷𝑆→𝐷
𝑖

+∑
( 𝑗,𝑛) ∈C𝑖 𝑁 𝑗 · 𝑡𝑟 · 𝑃𝑛𝑖,𝑗

(5)

In (5), the numerator represents the total traffic that affect path
𝑖 , which is computed as the sum of its own packet count and the
weighted sum of packets from contending paths, scaled by the cor-
responding contention probabilities. The denominator consists of
the transmission delay𝐷𝑆→𝐷

𝑖
of path 𝑖 and the aggregate delay con-

tributions from the contending paths that may occupy the shared
nodes. Eq. (5), therefore, estimates the effective arrival rate 𝜆𝑖 , for
path 𝑖 under contention.

With the traffic density derived from this 𝜆𝑖 , the expected waiting
time 𝐸 (𝑤)𝑖 , is further estimated as follows:

𝜌𝑖 = 𝜆𝑖𝐸 (𝑠)𝑖 = 𝜆𝑖
∑︁

( 𝑗,𝑛) ∈C𝑖
𝑃𝑛𝑖,𝑗 · 𝑁 𝑗 𝑡𝑟 (6)
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𝐸 (𝑤)𝑖 =
𝜌𝑖 · 𝐸 (𝑠)𝑖
2(1 − 𝜌𝑖 )

(7)

Through this modeling approach, the simulation framework
quantitatively captures the delay caused by contention at shared
nodes and incorporates it into the latency analysis for each path.
This allows lightweight yet effective latency estimation that ac-
counts for contention impact, and remains robust under various
packet combinations and traffic patterns.

4.2 XY-YX Routing Optimization
In the proposed framework, routing optimization is performed
by exhaustively evaluating all possible combinations of XY and
YX routing for each packet (given 𝑛 packets, there are 2𝑛 routing
combinations). For every configuration, the average latency across
all packets is estimated using the analytical model described in the
previous subsection. The routing assignment that yields the lowest
average latency is selected as the optimal XY-YX configuration.

While cycle-accurate simulations could be utilized to perform
such exhaustive evaluations, the computational cost is prohibitive,
especially as the number of packets increases. In contrast, our an-
alytical model enables rapid latency estimation with significantly
reduced overhead, allowing exploration of routing configurations.
This lightweight approach makes it feasible to perform routing opti-
mization even under large-scale traffic scenarios, enabling efficient
design space exploration without sacrificing accuracy.

5 Experimental Evaluation
5.1 Validation of the Latency Estimation Model
To validate the accuracy and robustness of our latency estima-
tion model, we conducted a series of experiments comparing the
results produced by our simulator against RTL-level simulations
under matching conditions. Specifically, we evaluated two mesh
topologies—4×4 and 8×8—both configured with deterministic XY-
YX routing and wormhole switching as described in Section 3.
Across these topologies, we applied a range of packet injection
rates and observed the corresponding average packet latency in
both the estimation model and RTL simulation.

Fig. 3 and Fig. 4 show the latency comparison results for each
topology. Despite the lightweight nature of our estimation model,
it closely matches the RTL simulation output across all injection
rates. In the 8×8 mesh, the average error in estimated latency was
just 2.8%, while the 4×4 mesh showed a slightly higher but still low
error of 6.3%, validating the estimation model’s reliability even as
network size and traffic scale increased.

In addition to global averages, we further analyzed the latency
behavior on a per-path basis. For each topology, we compared
the average latency of every source-destination path between the
estimated model and the RTL simulation. This path-level analysis
revealed that the estimation model not only captures global trends,
but also accurately reflects local congestion effects and contention-
specific delay patterns that vary across individual paths. Fig. 5
and Fig. 6 illustrates this comparison, showing a high correlation
between the two methods for all measured paths in each topology.

These findings confirm that the proposed latency estimation
framework offers a high-fidelity, low-overhead alternative to cycle-
accurate simulation. It captures the essential characteristics of queu-
ing delay and contention effects across both global and local net-
work behaviors. The model’s ability to provide fast and accurate
latency estimates enables scalable routing and traffic evaluation
even under high-dimensional NoC scenarios.

Figure 3: Average packet latency for a 4×4 mesh network.

Figure 4: Average packet latency for an 8×8 mesh network.

Figure 5: Packet latency for paths in a 4×4 mesh network.

Figure 6: Packet latency for paths in an 8×8 mesh network.
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Table 2: Evaluation of the XY-YX optimization

Topo. 12×12 mesh 16×16 mesh

𝝀 0.3 0.4 0.6 0.8 0.9 1.1 1.2 1.3 1.4 1.5 0.4 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.4 1.5

La
te
nc

y
(c
yc
le
s) XY-only 10.5 13.6 15.2 17.4 18.6 18.9 21.0 22.2 22.3 24.5 21.1 25.5 26.0 29.2 31.9 32.7 34.2 43.9 44.0 56.4

YX-only 10.6 13.4 15.9 16.5 20.2 17.5 21.7 22.7 24.2 23.1 20.8 25.8 25.4 33.1 31.2 35.7 34.9 41.4 47.6 48.7
XY/YX-opt. 10.0 12.6 14.4 15.8 16.7 16.3 18.4 20.1 20.8 20.8 19.8 23.9 23.3 28.5 28.5 29.9 31.0 37.5 41.4 44.2

5.2 Evaluation of the XY-YX Routing
Optimization

To evaluate the effectiveness of the proposed XY/YX routing op-
timization framework, we conducted a comprehensive set of ex-
periments on two mesh topologies—12×12 and 16×16. For each
topology, we applied the analytical latency model to all possible
combinations of XY and YX path assignments, and selected the rout-
ing configuration that yielded the lowest average packet latency.
The experiments were performed across a wide range of packet
injection rates 𝜆, and the results are summarized in Table 2.

As the injection rate increases, both XY-only and YX-only con-
figurations exhibit a steep rise in average latency, due to their
limited flexibility in distributing traffic load. In contrast, the pro-
posed XY/YX-opt. strategy consistently achieves lower latency by
balancing the routing directions across packets. For instance, in the
12×12 mesh with 𝜆 = 1.4, the average latency under XY-only and
YX-only routing reaches 22.3 and 24.2 cycles, respectively, while
the optimized configuration reduces it to 20.8 cycles. In the larger
16×16 mesh, the effect becomes more pronounced: 𝜆 = 1.5, the
latency drops from 56.4 (XY-only) and 48.7 (YX-only) to 44.2 cy-
cles under the optimal assignment. These results demonstrate the

Figure 7: Node-level contention heatmaps for a 12×12 mesh
NoC under (a) XY-only routing, (b) YX-only routing, and (c)
optimized XY/YX routing configuration.

Figure 8: Node-level contention heatmaps for a 16×16 mesh
NoC under (a) XY-only routing, (b) YX-only routing, and (c)
optimized XY/YX routing configuration.

model’s ability to effectively identify low-latency configurations
under varying traffic conditions and topology scales.

To further examine the cause of performance improvement, we
visualized the node-level contention intensity for each routing
scheme using heatmaps, as shown in Fig. 7 and Fig. 8. In both
topologies, the XY-only and YX-only configurations result in strong
contention concentration along specific rows or columns, reflecting
low traffic distribution. In contrast, the XY/YX-optimal configu-
ration spreads the traffic more evenly, resulting in less localized
congestion and improved network efficiency.

These findings validate the practical benefit of the proposed
estimation-based routing framework. Without relying on cycle-
accurate simulation or complex adaptive routing, our method ex-
plores the design space rapidly and identifies balanced routing
strategies that adapt to network size and traffic demand.

6 Conclusion
In this work, we proposed a lightweight analytical framework for
evaluating and optimizing XY-YX routing assignments in mesh-
based NoC environments. Motivated by the need to manage bursty
traffic and contention without relying on hardware reconfiguration
or cycle-accurate simulation, our method estimates the average
packet latency based on discrete-time queuing theory and con-
tention modeling.

The proposed model accurately captures the latency contribu-
tions from both hop traversal and queuing delay. Through extensive
validation against RTL simulations, we demonstrated that themodel
achieves high accuracy with minimal overhead. Furthermore, the
model supports rapid evaluation of routing combinations, making
it suitable for design-time optimization.

By exhaustively analyzing routing assignments, the proposed
XY/YX optimization strategy consistently reduced average packet
latency and localized congestion compared to fixed-direction rout-
ing. These benefits were confirmed across different mesh sizes and
injection rates, showing that even simple deterministic routing is
able to be improved through contention-aware path assignment.

While the framework offers clear advantages in speed and scal-
ability, its analytical nature may lead to minor underestimation
of contention-induced delays, especially in high-congestion sce-
narios. This trade-off between lightweight modeling and accuracy
should be considered when applying the method to latency-critical
systems.

Overall, this work provides a practical and scalable solution
for QoS-aware XY-YX routing optimization under bursty traffic.
The analytical framework is expected to serve as a foundation for
further research in NoC routing design, including adaptive schemes
and traffic-aware mapping strategies.
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